
BULLETIN OF COMPUTER SCIENCE RESEARCH 
ISSN 2774-3639 (Media Online) 

Vol 3, No 6, Oktober 2023 | Hal 442-447 
https://hostjournals.com/bulletincsr 

                                                                                                                                               DOI: 10.47065/bulletincsr.v3i6.290 

Copyright © 2023 The Author, Page 442  
This Journal is licensed under a Creative Commons Attribution 4.0 International License 

Naïve Bayes Classifier dengan Particle Optimize Weight Forward pada 

Dataset 

Nuranisah*, Yanti Yusman 

Fakultas Sains Dan Teknologi, Program Studi Komputer, Universitas Pembangunan Panca Budi, Medan, Indonesia 

Email: 1,*nuranisahasriel123@gmail.com, 2yantiyusman@gmail.com 

Email Penulis Korespondensi: nuranisahasriel123@gmail.com 

Abstrak−Klasifikasi adalah proses mengidentifikasi dan mengelompokkan objek ke dalam kelas atau kategori berdasarkan 

karakteristiknya. Dalam data mining ada dua proses yaitu klasifikasi dan clustering yaitu yang digunakan untuk mengelompokkan 

objek berdasarkan kesamaan. Dalam proses klasifikasi, berbagai metode salah satunya seperti K-NN, SVM, dan Naïve Bayes yang 

sering digunakan dan dilakukan perkembangan dalam metodenya. Pengklasifikasi Naïve Bayes terbukti memiliki keunggulan, seperti 
penghitungan yang lebih cepat dan akurasi yang lebih baik. Namun, metode ini memiliki keterbatasan dalam proses pemilihan atribut. 

Untuk mengatasi keterbatasan ini, digunakan algoritma Particle Optimize Weights Forward untuk meningkatkan akurasi dengan 

memberikan bobot pada atribut dalam metode Naïve Bayes. Pendekatan ini meningkatkan efisiensi dan efektivitas pengklasifikasi 

Naïve Bayes dalam tugas klasifikasi data. 

Kata Kunci: Kata Kunci: Naïve Bayes Classifier, Particle Optimize Weights Forward, Klasifikasi, Data Mining 

Abstract−Classification is the process of identifying and grouping objects into classes or categories based on their characteristics. In 

data mining, there are two processes, namely classification and clustering, which are used to group objects based on similarities. In the 

classification process, various methods such as K-NN, SVM, and Naïve Bayes are often used and developments are made in the method. 
The Naïve Bayes classifier is proven to have advantages, such as faster calculation and better accuracy. However, this method has 

limitations in the attribute selection process. To overcome this limitation, the Particle Optimize Weights Forward algorithm is used to 

improve accuracy by assigning weights to attributes in the Naïve Bayes method. This approach improves the efficiency and 

effectiveness of the Naïve Bayes classifier in data classification tasks. 
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1. PENDAHULUAN  

Data mining merupakan proses dalam menganalisa data dari perspektif yang berbeda dan menyimpulkan agar 

mengandung informasi – informasi penting yang dapat digunakan untuk meningkatkan perhitungan yang bermanfaat. [1] 

Data mining meliputi beberapa kegiatan diantaranya pemakaian,pengumpulan data historis untuk menemukan 

keteraturan, pola atau hubungan data berukuran besar lalu menjadikan data tersebut menjadi informasi – informasi yang 

nantinya dapat dimanfaatkan. [2] Didalam data mining terdapat beberapa metode dalam melakukan klasifikasi data. 

Klasifikasi data merupakan proses identifikasi objek pada sebuah kategori, kelompok atau kelas dengan melalui beberapa 

prosedur yang telah ditetapkan. [3]. 

Klasifikasi mempunyai tujuan sebagai penempatan objek yang bertugas ke salah satu kategori yang disebut kelas 

[4]. Selain proses klasifikasi. Adapun metode pengelompokan pada objek juga dapat dilakukan dengan metode clustering. 

Clustering merupakan pembentukan dari kesatuan yang membentuk suatu kelompok pada objek yang berdasarkan dari 

kemiripan antar objek. Perbedaan yang dapat dilihat dari kedua proses tersebut adalah pada pengelompokan objek dimana 

klasifikasi alur proses dilakukan dengan membagikan objek dasar kelompok/kategori yang telah ditentukan sebelumnya. 

Sedangkan, pada proses clustering dilakukan dengan mencari kemiripan antar objek, sehingga tidak dapat terindentifikasi 

dari definisi sebelumnya. Salah satu metode klasifikasi adalah mentode naïve bayes yang merupakan suatu model 

klasifikasian probabilistik sederhana dengan proses perhitungan pada kumpulan probabilitas dimana penjumlahann 

frekuensi dan kombinasi nilai pada dataset yang ada. [5] 

Secara keseluruhannya sudah banyak penelitian yang diangkat dengan metode naïve bayes menggunakan berbagai 

perkembangan metode dan dataset yang berbeda- beda. Beberapa penelitian yang menggunakan metode naïve bayes 

menjelaskan bahwa penggunaan metode naïve bayes yang di optimasikan dengan particle swarm optimize menghasilkan 

data akurasi sebesar 98,76% dengan menggunakan dataset penyakit tuberculios [6]. Lalu pada penelitian sebelumnya 

dengan menggunakan data iris yang nantinya akan digunakan sebagai dataset pengujian metode naïve bayes dalam 

penelitian dengan proses optimize yang berbeda, hasil dari penelitian tersebut menjelaskan bahwa metode naïve bayes 

dengan menggunakan particle swarm optimize dengan dataset iris menghasilkan fitness tertinggi dalam penentuan bobot 

atribut optimumnya. [7] Proses peningkatan akurasi banyak dilakukan oleh penelitian yang sebagian besar menggunakan 

PSO dalam peningkatan akurasi karena naïve bayes memiliki kelemahan pada seleksi atribut sehingga sering kali 

mempengaruhi nilai akurasi.  

Penguji cobaan dengan algoritma Particle Optimize Weight Forward diharapkan mampu memberikan dampak 

hasil akurasi yang baik dengan melakukan pembobotan atribut. Data yang akan digunakan pada penelitian ini adalah data 

dari UCI Machine Learning yang terdiri dari 150 dataset terdapat 3 kelas dan 4 atribut yaitu sepal length, petal length, 

sepal width dan petal width.  
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2. METODOLOGI PENELITIAN 

2.1 Tahapan Penelitian  

Proses dari tahapan – tahapan penelitian memerlukan metode yang dapat digunakan agar menjelaskan alur klasifikasi 

yang akan dilakukan sehingga mengetahui informasi dari pengolalan hasil klasifikasi dari dataset yang digunakan. Proses 

optimasi Naïve Bayes Classifier menggunakan algoritma Particle Optimize Weight Forward untuk melakukan optimasi 

bobot dari suatu dataset yang telah ditentukan yaitu  pada data iris ditampilkan pada Gambar 1 berikut :  

Pengumpulan Data

Pengolahan Data

Normalisasi Data

Split Data

Cross Validation

Particle Optimize Weight (Forward)

Naïve Bayes 

Pengujian Metode

Hasil Pengujian Metode

 

Gambar 1 Metode Penelitian 

Berdasarkan gambar 1 bagan dari pada tahapan penelitian diatas , uraian dari setiap Langkah-langkah tersebut 

adalah proses pengumpulan data , data yang digunakan dalam penelitian ini adalah data yang bersumber dari UCI learning 

yaitu Data IRIS. Data Iris adalah salah satu data yang paling sering digunakan dalam proses pengembangan perhitungan 

klasifikasi data yang dapat diakses oleh siapapun karena bersifat publik pada uci repository.Dalam data iris ada 4 atribut 

yang dapat mempengaruhi klasifikasi yaitu: sepal length, sepal width, petal length, serta petal width. Atribut tujuan atau 

label dari data iris memiliki 3 kelas yaitu: iris setosa, iris versicolour, serta iris virginica. [8]. Pengolahan Data merupakan 

teknik yang digunakan agar data tersebut disesuaikan dengan metode pengklasifikasian yang akan diterapkan.  

Setelah pengelolaan data maka diperlukan nya normalisasi data merupakan bagian daripada praposes data, pada 

normalisasi dilakukan terhadapa nilai- nilai yang tersimpan pada dataset sehingga proses pengelolaan akan menjadi 

mudah. Adanya rentang nilai yang terlalu jauh sehingga diperlukan normalisasi pada atribut- atribut tersebut sehingga 

diperlukannya normalisasi. Adapun normalisasi terbagi beberapa metode salah satunya adalah Z-score yang akan 

digunakan pada penelitian [9] [10]. Dimana Z-score normalization dapat dihitung dengan menggunakan rumus berikut : 

Z= 
x−x̅

σ
              (1) 

Ditahap selanjutnya adalah dengan menentukan rasio antara data latih dan data uji pada data yang akan digunakan 

sehingga mempermudah untuk proses perhitungan klasifikasi data. 

2.2 Cross Validation  

Crossvalidation atau dapat disebut estimasi rotasi merupakan suatu teknik daripada model validasi untuk menilai 

bagaimana hasil statistic analisis akan menggeneralisasi kumpulan data independent [M.J.Hartmann],[K.cranmer]. 

Teknik tersebut dapat dilakukan dengan melakukan prediksi pada model dan memperkirakan seberapa akurat suatu model 
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prediktif ketika dijalankan kedalam prakteknya. Adapun salah satu satu teknik dari suatu validasi silang adalah k-fold 

cross validation, yang berfungsi memecahkan data menjadi K dibagian set data dengan ukuran yang sama.   

2.3. Naïve Bayes 

Naïve Bayes merupakan metode yang dapat memprediksi pada suatu class dari suatu objek yang mana kelasnya tidak 

diketahui dari masing – masing kelompok atribut yang ada sehingga penentuan class yang paling optimal dapat didasarkan 

pada pengaruh didapat di hasil pengamatan. [11] Naïve Bayes diasumsikan pada penyederhanaan nilai atribut secara 

kondisional saling bebas apabila diberikan nilai output. Sehingga nilai output probabilitas mengamai bagaimana cara 

suatu data dari probabilitas individu. [12] . Kelebihan dari naïve bayes adalah dalam metode ini hanya memerlukan jumlah 

data pelatihan (training data) yang bernilai minimun hingga penentuan estimasi parameter yang diperlukan pada 

pengklasifikasian. Sering kali naïve bayes bekerja jauh lebih efektif pada beberapa hasil kalkulasi dalam penelitian secara 

kompleks sesuai yang diharapkan. [13] Adapun persamaan dari naïve bayes sebagai berikut : 

P(A|B)
p(B|A)p(A)

p(B)
            (2) 

2.4. Optimasi 

Pada tahap optimasi pada data yang akan dioptimasikan dapat dilakukan dengan menggunakan dua metode optimasi, 

yaitu Fungsi Select + Optimize Select sehingga dapat meiningkan weight pada atribut sehingga menghasilkan tingkat 

akurasi yang baik daripada sebelumnya.. [14] 

2.5 Analisis Performa 

Pada tahap analisis performa Tahap terakhir setelah penerapan metode klasifikasi adalah menghitung performa, adapun 

persamaan performa menggunakan confusion matrix yang mana untuk membantu menghitung nilai akurasi, presisi, recall 

dan f-measure [15] [16] 

Persamaan yang digunakan untuk menghitung akurasi ditunjukkan pada persamaan 2, penerapan perhitungan 

akurasi yang digunakan pada penelitian ini adalah balanced-accuracy (ba) dimana berfungsi untuk menangani multiclass 

klasifikasi dengan data yang tidak seimbang [17] 

accuracy =  
TP+TN

TP+TN+FP+FN
            (3) 

b. a = 1/2(
TP

TP+FN
+  

TN

TN+FP
)           (4) 

Proses klasifikasi multiclass, perhitungan performa presisi, recall, dan f-measure dapat diterapkan pada setiap 

label secara independen. [18] Presisi menggunakan persamaan 3, persamaan 4 menunjukan perhitungan performa recall 

dan persamaan 5 untuk f-measure [19].  

𝑟𝑒𝑐𝑎𝑙𝑙 = 
TP

TP+FP
             (5) 

𝑓 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 
precision ∗ recall

precison + recall 
           (6) 

3. HASIL DAN PEMBAHASAN 

Pada penelitian ini menggunakan data Iris yang diambil dari UCI Machine Learning. Data yang digunakan dibagi menjadi 

dua bagian yaitu data training dan data testing. Data tersebut terdiri dari 150 dataset yang terbagi menjadi 3 kelas dan 4 

atribut, yaitu:  

Class:  

1. Iris Sentosa  

2. Iris VersiColor  

3. Iris Virginica  

Atribut:  

1. Sepal Length  

2. Sepal Width  

3. Petal Length  

4. Petal Width 

Metode yang digunakan adalah metode data mining naïve bayes yang di eksperimenkan dengan Tools Rapidminer. 

Proses penggabungan dengan algoritma particle Optimize Weight ( forward) merupakan upaya untuk meningkatkan hasil 

akurasi yang dilakukan dengan menaikkan partikel itarasi partikel, jumlah iterasi, bobot inersia, konstanta kecepatan 1 

dan 2. Jumlah partikel digunakan untuk menentukan banyaknya popsize pada algoritma tersebut. Partikel 

direpresentasikan dengan bobot tiap atribut yang akan dioptimasi. Kemudian setiap data training dan data testing akan di 

kalikan dengan bobot. 
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3.1 Penerapan Metode Naïve Bayes 

 Berdasarkan asumsi penyederhaan Naive Bayes suatu nilai atirbut secara kondisional saling bebas jika diberikan nilai 

output. Dengan kata lain, nilai putput yang probabilitasnnya secara kondisional saling bebas jika diberikan nilai ouput. 

Maka pemberian nilai output , probabilitas akan mengamati secara bersama adalah produk dari probabilitas individu. 

Keuntungan penggunaan Naïve Bayes yaitu metode ini membutuhkan jumlah data pelatihan (Training Data) yang kecil 

agar dapat menentukan estimasi dari parameter yang akan digunakan dalam proses klasifikasinya. Didalam metode naïve 

bayes data string yang bersifat konstan dibedakan dengan data numerik yang bersifat kontinyu, sehingga perbedaan ini 

akan terlihat pada penentuan nilai probabilitas setiap kriteria baik itu dengan nilai data string maupun kriteria dengan nilai 

data numerik.  

3.2 Dataset 

Implementasi metode naïve bayes pada tahap ini merupakan contoh perhitungan manual mulai dari penetapan data latih 

dan data uji, implementasi metode naïve bayes hingga perhitungan performa. Berikut ini terdiri dari 150 dataset yang 

terbagi menjadi 3 kelas dan 4 atribut [20] Berikut tabel 1 [21] menunjukkan sample datanya. 

Tabel 1. Data Sample 

sepal length sepal width petal length petal width class 

5,1 3,5 1,4 0,2 Iris-setosa 

4,9 3 1,4 0,2 Iris-setosa 

4,7 3,2 1,3 0,2 Iris-setosa 

4,6 3,1 1,5 0,2 Iris-setosa 

5 3,6 1,4 0,2 Iris-setosa 

5,4 3,9 1,7 0,4 Iris-setosa 

4,6 3,4 1,4 0,3 Iris-setosa 

5 3,4 1,5 0,2 Iris-setosa 

4,4 2,9 1,4 0,2 Iris-setosa 

4,9 3,1 1,5 0,1 Iris-setosa 

5,4 3,7 1,5 0,2 Iris-setosa 

3.3 Hasil Pengujian  

Hasil dari uji coba yang dilakukan yaitu untuk menghasilkan dari nilai accuracy, nilai Class Recall serta nilai evaluasi 

dengan confusion matrix yang akan menghasilkan nilai true positif atau true positif dan true negative atau true negative, 

lalu dengan membagikan data menjadi 2 yaitu data testing dan data latih yang dibagi menjadi 2 ratio yaitu 80% dan 20% 

maka hasil yang didapatkan dari confusion matrix metode naïve bayes adalah pada table 2 berikut ini: 

Tabel 2. Confussion Matrix 

  true Iris-setosa true Iris-versicolor true Iris-virginica 

Pred.Iris-setosa 50 0 0 

Pred.Iris – versicolor 0 48 2 

Pred.Iris-Virginica 0 2 18 

Class recall 100% 96% 90% 

Tabel diatas merupakan hasil dari akurasi yang tertinggi pada pengujian data yang menggunakan cross validation 

secara linear serta particle weights (forward) dengan mengoptimalkan nilai fitness 1 , maka perbandingan data tersebut 

dapat dilihat nilai accuracy dari klasifikasi dengan menggunakan nilai cross validation dituangkan pada tabel 3.  

Tabel 3. Accuracy 

k-fold Accuracy 

2 41.67% 

3 81.67% 

4 81.75% 

5 83.33% 

6 83.33% 

7 96.64% 

8 96.67% 

9 96.64% 

Dari hasil pengujian menyimpulkan bahwa pada k= 8 dengan menghasilkan nilai akurasi sebesar 96.67% dengan 

menggunakan metode naïve bayes yang menggunakan algoritma particle weights (forward). 
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4. KESIMPULAN 

Dari pembahasan-pembahasan diatas maka dapat ditarik kesimpulan bahwa Penelitian dengan particle weights (forward) 

untuk pemilihan atribut pada metode naïve bayes dialkukan agar dapat meningkatkan akurasi prediksi dalam dataset iris. 

Hasil penelitian untuk nilai akurasi metode naive bayes dengan algoritma particle weight (forward) senilai 96,67%. Dari 

150 dataset yang terbagi menjadi 3 kelas dan 4 atribut yang dilakukan dengan ratio 80% dan 20% sebagai data uji dan 

data latih. Maka dapat disimpulkan bahwa penerapan Teknik optimasi weight mampu meningkatkan nilai akurasi dengan 

class recall yang rata – rata di atas 90% pada setiap atribut yang ada pada dataset. Berdasarkan proses pengujian dan 

kesimpulan yang telah dilakukan, agar penelitian ini dapat ditingkatkan dimukakan saran – saran yang diusulkan yaitu: 

Penelitian ini diharapkan mampu digunakan sebagai perkembangan agar melahirkan metode – metode baru yang lebih 

meningkatkan akurasi dengan menggunakan metode dan algoritma yang lain. Menambahkan jumlah data yang lebih besar 

lagi dan atribut yang lebih banyak sehingga hasil pengukuran yang akan didapatkan lebih baik lagi. Menggunakan metode 

optimasi lainnya seperti Genetik Algorthm, Bagging dan metode optimasi lainnya. Melakukan pengembangan dengan 

menggunakan metode feature selection yang lain seperti forward selection, genetic algorthm dan metode feature selection 

lainnya untuk menyeleksi atribut yang berpengaruh kuat, sehingga atribut yang dipakai hanya sedikit namun tidak 

mengurangi akurasi dari algoritma yang digunakan. Penelitian ini dapat dikembangkan lagi dengan membandingkan 

algoritma data mining lainnya misal supprot vector machine dengan mengoptimalkan parameter menggunakan genetic 

algrithm atau dengan menggunakan pangujian model yang sama untuk dataset public sebagai data sekunder dan data hasil 

riset sebagai data primer. 
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